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ABSTRACT
Background: Using revised Bloom’s taxonomy, some medical educators assume they can write
multiple choice questions (MCQs) that specifically assess higher (analyze, apply) versus lower-order
(recall) learning. The purpose of this study was to determine whether three key stakeholder groups
(students, faculty, and education assessment experts) assign MCQs the same higher- or lower-
order level.
Methods: In Phase 1, stakeholders’ groups assigned 90 MCQs to Bloom’s levels. In Phase 2, faculty
wrote 25 MCQs specifically intended as higher- or lower-order. Then, 10 students assigned these
questions to Bloom’s levels.
Results: In Phase 1, there was low interrater reliability within the student group (Krippendorf’s
alpha ¼ 0.37), the faculty group (alpha ¼ 0.37), and among three groups (alpha ¼ 0.34) when
assigning questions as higher- or lower-order. The assessment team alone had high interrater reli-
ability (alpha ¼ 0.90). In Phase 2, 63% of students agreed with the faculty as to whether the MCQs
were higher- or lower-order. There was low agreement between paired faculty and student ratings
(Cohen’s Kappa range .098–.448, mean .256).
Discussion: For many questions, faculty and students did not agree whether the questions were
lower- or higher-order. While faculty may try to target specific levels of knowledge or clinical rea-
soning, students may approach the questions differently than intended.
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assessment; basic science;
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Introduction

Medical education strives to promote critical thinking and
clinical reasoning in trainees to foster the skills needed to
provide care to increasingly complex patients (Eva 2005).
This process requires the ability to synthesize large
amounts of information, critically assess different diagnostic
and therapeutic strategies, and evaluate possible outcomes.
Proficient clinical reasoning is thought to be a combination
of cognitive processes—pattern recognition and analytic
reasoning (Eva et al. 2007; Pelaccia et al. 2011). In pattern
recognition, the person considers a compilation of findings
and determines the most plausible explanation for the pat-
tern (Eva 2005; Norman et al. 2007; Brush et al. 2017). This
occurs with some degree of automaticity, occurring outside
conscious awareness of analytic processes involved.
Clinicians are often faced with clinical situations where
they need not “reason” at all, instead can identify patterns
to make a diagnosis. The more analytic approach is a delib-
erate and iterative process by which diagnostic hypotheses
are generated and tested to arrive at a diagnosis. Experts

efficiently use a combination of pattern recognition and
analytical reasoning. When the diagnostician does not

Practice points
� Faculty write multiple choice questions based on

the level of revised Bloom’s taxonomy, some that
specifically regard higher (analyze, apply) versus
lower-order (recall).

� Faculty, educators, and students did not agree
whether specific questions were lower- or
higher-order.

� When faculty intentionally wrote higher-/lower-
order questions, only 63% of the time did stu-
dents agree with that designation.

� This study calls into question whether the modi-
fied Bloom’s taxonomy is sufficiently compatible
with writing MCQs to justify its routine
application.
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recognize a story/pattern, one approach involves first gen-
erating a list of diagnostic hypotheses which are then veri-
fied or rejected through analytic reasoning—leading to a
diagnostic conclusion (Norman et al. 2007; Brush et al.
2017). The strategy employed by trainees is similar to those
employed by experienced doctors, although less efficiently
and with less breadth based on limited foundational know-
ledge and experience.

Ideally, educational experiences and associated assess-
ments are designed to support the development of clinical
reasoning, based on our understanding of human cogni-
tion and learning. Medical educators often utilize Bloom’s
revised taxonomy for teaching, learning, and assessment,
as it provides an easily understandable and practical frame-
work with which to develop curricula (Anderson and
Krathwohl 2001; Krathwohl 2002). The revised taxonomy
organizes the cognitive processes with which learners
engage with knowledge into six categories of increasing
complexity; remembering, understanding, applying, analyz-
ing, evaluating, and creating (Bloom et al. 1956; Krathwohl
2002). The taxonomy is also hierarchical, with engagement
in higher order processes (such as applying and analyzing
information) relying on lower order processes (such as
recall and comprehension). When considering the applica-
tion of the modified Bloom’s taxonomy to clinical reason-
ing education, lower levels of Bloom’s could theoretically
target pattern recognition cognitive processes, while higher
order levels could target analytical reasoning.

Assessment must reinforce the cognitive processes
underpinning clinical reasoning. Assessments can help sup-
port trainees’ understanding of core concepts of medical
knowledge and patient care as well as foster their ability to
integrate and synthesize information to gain deeper under-
standing and application (Buckwalter et al. 1981; Epstein
2007; Cilliers et al. 2012). Therefore, it is important that
sound assessments support the learning necessary to
develop clinical reasoning skills.

Multiple-choice questions (MCQs) are commonly used to
assess student learning in the pre-clinical phase. While they
can clearly assess factual knowledge, well-written MCQs
can support learner engagement in higher levels of cogni-
tive reasoning such as application or synthesis of know-
ledge (ten Cate et al. 2018). The use of MCQs to engage
different levels of cognitive levels has been shown in sev-
eral studies (Jensen et al. 2014; Ali and Ruit 2015; Billings
et al. 2016; Kibble 2017; Choudhury and Freemont 2017).
Testing of lower (factual recall) rather than higher (applica-
tion of knowledge) cognitive function is noted to be a sig-
nificant impediment to the quality of MCQs (Tarrant and
Ware 2008; Tarrant et al. 2009). High-quality MCQ examina-
tions include items that test the learning objectives and
target the cognitive levels appropriate for a given subject
and learner (Thompson and O’Loughlin 2015).

It is often suggested that applying the cognitive domains
of Bloom’s when creating MCQs will result in items that meas-
ure higher-order thinking, rather than simply an examinee’s
ability to recall factual information (Crowe et al. 2008; Kim
et al. 2012; Jensen et al. 2014; Thompson and O’Loughlin
2015; Karpen and Welch 2016; Thompson et al. 2016; Cecilio-
Fernandes et al. 2018). Thus, a practice adopted by some med-
ical educators is to create assessments that target specific lev-
els of Bloom’s learning hierarchy in order to promote higher-

order learning; however, it is unclear as to the effectiveness of
this approach (Kim et al. 2012; Thompson and O’Loughlin
2015). The National Board of Medical Examiners notes that -
“Rule 2: Each item should assess application of knowledge,
not recall of an isolated fact (Billings et al. 2016, p. 29).” “In
addition to considering topics that are important to include
on a test, the item writer should think about how to structure
those questions to test more than just recall of isolated facts
(Billings et al., 2016 page 29).” Some studies of cognitive test-
ing have used test questions that were designated by faculty
members and/or researchers as Bloom’s higher or lower orders
(Buckwalter et al. 1981; Palmer and Devitt 2007; Burns 2010;
Jensen et al. 2014; Freiwald et al. 2014; Thompson and
O’Loughlin 2015; Cecilio-Fernandes et al. 2018). An underlying
premise of these studies is that assessment questions can be
categorized to be higher- or lower-order. Nevertheless,
whether a trainee taking the examination will use the same
cognitive level as the faculty who wrote the question is not
clear. Aligning student and faculty question writer determin-
ation of cognitive levels can be difficult as the two parties pre-
sent with disparate levels of knowledge (Thompson and
O’Loughlin 2015; Zaidi et al. 2018).

The purpose of this study was to explore whether MCQs
could reliably be categorized as higher-order (application,
analysis, synthesis, and evaluation levels) and lower-order
(knowledge and comprehension levels) by three stake-
holder groups (students, faculty, assessment team).

Methods

The University of Michigan Medical School developed a process
to help guide faculty in creating MCQ examinations for pre-
clerkship courses (Bibler Zaidi et al. 2016, 2017, 2018; Zaidi
et al. 2017; Santen et al. 2019). The Evaluation and Assessment
(E&A) team, staff with advanced degrees in education and
applied assessment, created a framework for categorizing
MCQs into “lower-order” and “higher-order,” according to a
dichotomized Bloom’s taxonomy (Bloom et al. 1956; Krathwohl
2002; Bibler Zaidi et al. 2016; Zaidi et al. 2017). The purpose
was to guide faculty to write questions aimed at higher-order
thinking rather than lower-order recall/identification-type ques-
tions. As part of the development and implementation of this
process, the E&A team participated in multiple norming ses-
sions to refine categorizations and increase interrater agree-
ment among these non-content expert staff reviewers. The
guidelines were (1) focus only on how the MCQ was written—
not on content; (2) assume that the MCQ was not explicitly
used for teaching purposes, (3) assume all item content (e.g.
information provided in the question stem) was germane to
the MCQ, (4) focus on the stem only and do not factor the
response options into consideration (Zaidi et al. 2018). The
team neither attempted to identify correct answer options nor
make connections between the questions posed and actual
clinical or basic science content. Using classifications made by
this team, we found that the modified Bloom’s successfully
identified MCQs that were more difficult for students, adding
some preliminary validity to our process.

While this process was grounded in theory and consistently
achieved high interrater agreement in categorizations by the
E&A team, the Bloom’s categorizations were made by non-
content experts, independent of input from question writers
or consideration of the content of the question, and thus were
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not calibrated to medical students and faculty categorizations.
To determine the generalizability of the dichotomized
Bloom’s, we analyzed the application of the framework by
varying levels of content expertise using three stakeholder
groups: E&A team, faculty, and students. Our goal was to
examine whether all stakeholder groups assign MCQs to the
same higher or lower division in Bloom’s. There were two
phases to this process.

Phase 1

A convenience sample of six teaching faculty members
from the foundational science (pre-clerkship) curriculum
and five medical students, who served as curriculum repre-
sentatives for their class, were invited to participate in
Bloom’s coding sessions led by the E&A team. The intent
of each session was to review the MCQs from administered
examinations and discuss how members of each group
applied Bloom’s to the categorization of MCQs.

We conducted three independent coding sessions lasting
approximately three hours—two sessions with students and
one session with faculty members. For all three sessions, par-
ticipants were provided an overview of Bloom’s and the
dichotomized framework. A total of 90 exam items from
three different pre-clerkship exams were reviewed by all stu-
dent and faculty participants and categorized as higher- or
lower-order. The questions being reviewed were not ones
the reviewing faculty had written. Participants independently
reviewed sets of 10 MCQs at a time and then reported their
categorizations. When disagreement occurred, the item
would be discussed to understand differing perspectives.
Participants and investigators recorded field notes of obser-
vations during each session. Notes focused on the review
process, specifically addressing what elements of an MCQ
made an item higher- or lower-order for each group.

Phase 2

In Phase 1, it was not known whether the questions were
intended to be higher- or lower-order by the question
authors. Therefore, in Phase 2, faculty were asked to inten-
tionally write higher- or lower-order questions. Three fac-
ulty members from the pre-clerkship gastroenterology
course (a physiologist, histologist, and clinician) intention-
ally wrote a total of 25 higher-order or lower-order ques-
tions. We used this intention as the gold standard rating,
and then recruited 10 students across all quartiles of stu-
dent performance to review the questions and determine if
they were higher- or lower-order. The aim was to examine
whether students classified questions as faculty intended.

Analysis
Inter-rater reliability for each group was calculated for each
phase using SPSS (IBM SPSS, V 22.0). Phase 1 used multiple
raters and in some cases, varying numbers of raters rated
each item. Therefore, a Krippendorf’s alpha (where 0 indi-
cates absence or reliability and 1 is perfect agreement) was
calculated. This test was used because it ignores missing
data and can handle various categories and numbers of
raters. Phase 2 involved paired student-faculty ratings, so a
Cohen’s kappa was calculated for each student-faculty

pairing separately. This study was determined to be
exempt from ongoing review (IRB HUM00130655).

Results

Phase 1

Figure 1 provides an example MCQ that demonstrates
these three groups’ different approaches to Bloom’s cat-
egorization. (Correct answers were not provided to
categorizers.)

Consistency among the E&A team
The E&A team did not participate in a formal coding ses-
sion; they had calibrated over a three-year period based on
content-independent guidelines for characteristics of
higher- versus lower-order questions. Due to this shared
mental model, the two core members who reviewed MCQs
for each exam demonstrated very high interrater agree-
ment (Krippendorf’s alpha ¼ .90; CI ¼ .80–.97).

Consistency among student group
Consistency among the students’ categorizations was low
(Krippendorf’s alpha ¼ 0.37; CI ¼ 0.18–0.54). Overall, we found
that for any given MCQ, some students approached the ques-
tion as lower-order (either a knowledge and comprehension
task) while other students applied higher-order approaches
(application, analysis, synthesis, and/or evaluation). The per-
spective of the students is published elsewhere and summar-
ized below (Zaidi et al. 2018). In general, student
categorizations largely depended on the framing faculty used
when presenting information to students; whether students
focused on details or broader concepts while studying; and
their confidence with the information presented in the ques-
tion. In addition, the format of the questions affected students’
categorization. For example, MCQs containing clinical vignettes
were more likely to be seen as higher order, unless the
vignettes did not provide meaningful information or had a
pathognomonic identifier (e.g. Kayser-Fleischer rings indicating
that the vignette was about Wilson’s disease, regardless of add-
itional details provided).

Consistency among faculty group
The faculty were of different clinical specialties
(Gastroenterology, Emergency Medicine, Endocrine,
Rheumatology, Cardiology). Similar to the student group,
consistency among faculty categorizations was low
(Krippendorf’s alpha ¼ .37; CI ¼ 0.24–0.50). Faculty content
expertise influenced categorizations as faculty drew from a
larger body of heuristic techniques and knowledge than
students in the process of answering an MCQ. This allowed
one or more cognitive steps to be skipped, rendering a
question to be perceived as lower-order by the faculty. For
example, many MCQs were written in the style of a clinical
vignette that related to a classic presentation of a disease.
If the item stem then asked for the “most likely diagnosis,”
faculty might categorize this as a lower-order item, even
when the MCQ did not explicitly ask for recall of a fact.
This was attributed to the faculty member’s ability to
quickly extract the key diagnostic criteria for a disease from
the vignette by nonanalytic pattern recognition without
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having to use analytic or higher order reasoning.
Additionally, faculty considered the content of MCQ
responses, rather than only the item stem, to determine if
items were higher or lower-order—even if the mechanics
of the item stem seemed like simple recall. The lack of
agreement may have occurred because some faculty were
not content experts in the material and thus either remem-
bered a key feature, making the question lower order, or
were unfamiliar with the content and therefore thought
the question was higher order.

The use of images in items was also a factor in faculty
categorizations. For example, an item using a histopath-
ology image was generally considered a lower-order item if
it named the organ in the item stem and asked an exam-
inee to identify a specific structure or cell type. On the

other hand, the same item could be considered a higher-
order if it omitted the name of the organ in the item stem,
as this would require the examinee to first identify the tis-
sue based on the image to answer the item correctly.

Cross-group agreement
We found overall agreement among the three groups to
be very low (Krippendorf’s alpha ¼ .34; CI ¼ .16–.52).

Phase 2

For the 25 questions that were intentionally written by fac-
ulty as higher- or lower-order, on average 63% of students
agreed with the faculty categorizations (Table 1). There was

Example MCQ: You are seeing a 53-year old man in clinic for a chief complaint of chronic 
diarrhea for 8 months accompanied by 15 lb weight loss. He reports bulky, malodorous stools 
with crampy abdominal discomfort. In addition, he has been experiencing pain in his knees 
and ankles over the past year. Laboratory studies are notable for iron deficiency anemia and 
hypoalbuminemia. A serum transglutaminase IgA antibody test is negative. You perform an 
upper endoscopy with small bowel biopsies, which are notable for villous blunting and 
numerous PAS-positive macrophages in the lamina propria.

Which of the following is the most likely diagnosis? 
A. Celiac disease 
B. Crohn's disease 
C. Whipple's disease 
D. Zollinger-Ellison syndrome 
Correct answer: C 

Coder 
Group 

Bloom’s Taxonomy Categorization and Rationale  

E & A 
team 

Categorization: Higher-order 

Rationale:  The item vignette provides information on the patient (age and gender), as well 
as multiple symptoms. We assume that all background information is germane to the MCQ 
and the answer is context-specific. The vignette then provides the specific test conducted to 
achieve the diagnosis. The vignette requires critical thinking involving the synthesis and 
evaluation of several pieces of information to make a determination of diagnosis.  

Students Categorization: Lower-order 

Rationale: Although the item stem includes multiple symptoms and lab findings, because 
nearly all of the symptoms listed are diagnostic for Whipple’s disease, this item requires 
simple pattern recognition. As such, the item should be categorized as lower- order. If the 
item included additional symptoms or findings that were not relevant to the diagnosis, I 
would have to decide which symptoms are relevant and synthesize the information, but 
currently it is too straightforward to be considered higher-order.  

Faculty  Categorization: Lower-order 

Rationale: The biopsy result is diagnostic of the disease and requires simple recall of the 
pathology associated with Whipple’s disease to answer the question correctly. The stem of 
the clinical vignette includes several symptoms and studies that are ultimately not required 
to answer the question correctly and serve as distractors. If the pathology was not included 
in the stem, then this would be considered a higher-order item, as the test taker would have 
to determine the pertinent symptoms and prioritize the laboratory tests in order identify the 
most likely disease pattern 

Figure 1. Example of Bloom’s taxonomy categorizations, by Coder group.

Table 1. Percentage of students’ agreement with faculty for each multiple-choice question.

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12

Faculty rating Low Low High Low High High High Low Low High High Low
% agreement 80 80 90 100 60 100 40 0 40 80 70 70

Q13 Q14 Q15 Q16 Q17 Q18 Q19 Q20 Q21 Q22 Q23 Q24

Faculty rating High High High High Low Low High Low High Low Low High
% agreement 70 10 100 20 50 90 90 100 70 40 60 70
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66% agreement for lower-order items (12) and 62% agree-
ment for higher-order items (with a range of 0–100%
agreement for each item). Cohen’s kappa measuring the
agreement between paired student-faculty ratings was low,
ranging from .098 to .448 with a mean .256. The
Supplementary Appendix document provides examples of
MCQs and rationales for higher or lower order
classifications.

Discussion

In our study, we found there was a lack of agreement
whether questions were higher-order or lower-order
amongst and between students, faculty, and educators.
Although differences among coding groups were antici-
pated, the amount of variability within and between
groups was surprising. The two phases of our study
allowed for nuanced analysis of discrepancies between fac-
ulty and student categorization.

Phase 1 questions were drawn from existing examina-
tions and analyzed retrospectively. E&A team members
focused only on the mechanics of the question stem, not
the content of the question or how the material was
taught. Students’ individual experiences and perspectives
influenced their interpretations (Zaidi et al. 2018). A stu-
dent who could not simply remember the answer to a
MCQ would generally categorize the question as higher-
order because the item required cognitive steps beyond
recall. Conversely, when students recognized a pattern or
buzzword, the question became lower-order, even though
the case vignette or the pattern may have been complex.

Faculty often relied on their broad knowledge base and
experience with multiple clinical presentations; they used
pattern recognition techniques to skip levels of cognitive
processing, thereby categorizing items that by their
mechanics appeared to be higher-order to a lower-order
designation. In approaches to clinical reasoning, it has
been observed that non-analytic approaches to clinical rea-
soning are not conducive to retrospection/introspection
(Norman et al. 2007). We postulate that items might have
been categorized differently by faculty in Phase 1 had they
been explicitly asked to do so from the perspective of the
medical student. Yet, even in Phase 2 where the faculty
intentionally wrote questions to be higher- or lower-order,
students did not consistently identify the questions as
such. This demonstrates that it can be challenging to write
questions using a different frame of reference than
one’s own.

We hypothesize that the discrepancy between student
and faculty categorizations arises for two reasons: (1) the
use of different clinical reasoning strategies based on dif-
ferent underlying knowledge by the two groups, as
described above, and (2) the impact of pedagogy (instruc-
tion). Kern and Thomas’s framework for curriculum devel-
opment emphasizes the interrelatedness of all elements in
the instruction - learning - assessment cycle (Kern 2009).
Assessments must be matched not only to learning objec-
tives but also to instructional strategies. For example, how
to assess a learning objective such as “Differentiate
between a physiologic split S2 and a pathophysiologic S3”
will depend on whether the students learn this distinction
through review of text descriptions or via auscultation of

different heart sounds. How faculty design curriculum and
associated assessments may differ from how students
experience them, depending on students’ approaches to
learning and faculty/learner choice of educational strat-
egies. For example, some items might be drawn directly
from a point made explicitly in lecture, with the lecturer
occasionally stating that students “should know this for the
exam”; these items would therefore be categorized as
lower-order, even if the question was designed to be
higher-order.

Phase 2 found that even when questions were inten-
tionally developed as higher- or lower-order, independent
of pedagogy, there was still disagreement between the stu-
dents’ and faculty’s perspectives. There was not a pattern
of question type or content between the questions with
high agreement and those without. It has been reported
previously that both students and faculty utilize qualita-
tively identical processes in clinical reasoning involving
both nonanalytic and analytic reasoning (Neufeld et al.
1981), but more experienced clinicians are more likely to
arrive at the correct diagnostic conclusion given more pre-
vious experience to draw upon. It is possible that part of
the discrepancy in categorization between students and
faculty is secondary to faculty overestimating the breadth
of the student knowledge base due to the “curse of knowl-
edge” phenomenon (Camerer et al. 1989). Faculty may
therefore assume in writing certain lower-order Bloom’s
questions that students will be able to utilize nonanalytic
diagnostic reasoning, whereas students’ developing know-
ledge bases force them to utilize a more analytic diagnostic
approach, thereby identifying questions requiring such an
approach as being appropriately categorized as higher-
order Bloom’s tasks (i.e. analysis and evaluation).
Conversely, faculty may underestimate the breadth of stu-
dent knowledge (for example, due to incomplete know-
ledge of what students have already learned prior to
encountering their material) and assign questions as higher
order based on such assumptions.

This study brings into question whether the modified
Bloom’s taxonomy is sufficiently compatible with writing
MCQs to justify its routine application in medical trainee
assessment. In exploring this issue, we returned to the litera-
ture. A number of important studies in the educational
psychology literature have addressed this issue in non-med-
ical education fields. For example, Chi et al. found that phys-
ics experts engage in qualitative analysis to recognize
patterns prior to problem solving (pattern recognition), but
then abstract principles to solve problem representations
(pattern recognition ! analytic reasoning); whereas physics
novices primarily use literal features to base their representa-
tions (Chi et al. 1981). A similar approach may occur in med-
ical students. Students often study by taking numerous
practice questions. In this process, they may be learning pat-
terns that they then apply to the examination questions.

Our results lead us to conclude that Bloom’s taxonomy
may not align sufficiently with the cognitive processes
underlying medical expertise, or the impact of instruction/
pedagogy on learning, to allow for a priori application.
Individual approaches to questions factored heavily into
decision-making around final Bloom’s categorizations for
both faculty and students, and they were not aligned,
either with each other or with the non-content expert E&A
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team. Based on the results of this study, the E&A team has
stopped assigning Bloom’s categorizations to institutionally
generated MCQs. However, we believe that a better under-
standing of the cognitive processes underlying approaches
to question answering may enable us to push faculty and
students to higher-order thinking through MCQs. Further,
faculty development is needed to write questions that
reinforce higher level clinical reasoning skills.

There are some limitations to this study. For the pur-
pose of this study, we dichotomized Bloom’s taxonomy
which may overly simplify the approach to reasoning and
answering questions. While we carefully instructed the stu-
dents and faculty on Bloom’s categorization, we deliber-
ately did not calibrate the different groups to each other in
order to elicit differences in perspective. It is therefore pos-
sible that some of the findings are due to construct-irrele-
vant variance such as lack of shared understanding of the
process or difficulty applying the coding schema. Despite
framing of the goals of the study, it is possible that faculty
and students may be confusing “higher-order” with “more
difficult” and “lower-order” with “easier.” The numbers of
participants are small and may not reflect the student or
faculty population. Finally, the relationship between learn-
ing and assessing clinical reasoning and the role of MCQs
in that process is not well understood.

Next steps in this program of research include further
empirical study of how different stakeholder groups (learn-
ers, faculty) conflate or distinguish between “easy/hard”
and “lower order/higher order” questions. For example,
question writers’ explanations of why, for a particular ques-
tion, the correct answer is correct and the distractors are
not could be analyzed to understand faculty designations
of higher- versus lower-order questions. Additionally, it is
necessary to study whether the underlying skills and know-
ledge of the students makes a difference in their reflection
on learning, particularly their interpretation of the underly-
ing cognitive levels being assessed. Are students who have
less confidence and knowledge more likely to approach
questions as higher-order because they need to reason
through the material to come to an answer? Further, are
there student approaches to studying that encourage a
higher-order approach (they prefer to think through things)
or lower-order (they like to memorize as much as they
can)? Finally, correlation with psychometric and other ana-
lytics from actual question administrations (difficulty index,
discrimination index, time spent on a question, etc.) could
provide important triangulation between perceptions of
difficulty/higher versus lower order with actual perform-
ance and behavioral outcomes.

Through this work, we hope to better understand the
relationship between frameworks for learning and their prac-
tical applicability to assessment of said learning. We also
hope to add to the literature on medical students’
approaches to learning and testing, in order to continuously
refine and improve current assumptions and practices.
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